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ABSTRACT
Web-based experimentation with uncompensated and unsu-
pervised samples has the potential to support the replica-
tion, verification, extension and generation of new results
with larger and more diverse sample populations than pre-
viously seen. We introduce the experimental online plat-
form LabintheWild, which provides participants with per-
sonalized feedback in exchange for participation in behav-
ioral studies. In comparison to conventional in-lab studies,
LabintheWild enables the recruitment of participants at larger
scale and from more diverse demographic and geographic
backgrounds. We analyze Google Analytics data, partici-
pants’ comments, and tweets to discuss how participants hear
about the platform, and why they might choose to participate.
Analyzing three example experiments, we additionally show
that these experiments replicate previous in-lab study results
with comparable data quality.
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INTRODUCTION
An estimated 95% of research findings in psychology, be-
havioral economics, and related fields are based on studies
with student samples from Western and industrialized coun-
tries [1]. As a consequence, some of the knowledge derived
from these usually small and locally-recruited student sample
populations has been found to be non-generalizable [1, 17] —
a finding that led researchers to call these participant samples
“WEIRD”, an acronym for Western, Educated, Industrialized,
Rich, and Democratic [17].

The fact that WEIRD participants are not always representa-
tive of the broader population also affects the generalizabil-
ity of findings in human-computer interaction (HCI). For in-
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Figure 1. LabintheWild enables participants to compare themselves
to others in exchange for study participation. By making experiments
short, intrinsically motivating, and easy to access, LabintheWild has at-
tracted nearly 750,000 participants from more than 200 countries.

stance, research has found that age and education level influ-
ence visual preferences for websites [32], and that groups in
Western societies, such as in the US, are less likely to reach
consensus in online scheduling systems than groups in East-
ern societies, such as in China and Japan [33].

Ideally, we would therefore routinely study diverse popula-
tions to analyze the generalizability of results and uncover
demographics-related differences in users’ behaviors. How-
ever, studying and comparing diverse groups in laboratory
settings requires access to these populations and a means
to bringing them into a lab, which is not always feasi-
ble within time, geographic and financial constraints. Con-
ducting web-based experiments through online labor markets
such as Amazon’s Mechanical Turk has enabled researchers
to reach larger and more diverse samples than what was pre-
viously possible in laboratory studies (e.g., [16, 18, 23, 26]),
but the plurality of participants in these experiments are from
two countries [30], and participation is restricted to those who
have signed up to use the service.

To expand the range of available research methods, we show
that online experiments with unsupervised and uncompen-
sated samples (i.e., participants who complete experiments
without a direct contact with the researcher and who do not
receive financial compensation) have the potential to attract
larger and more diverse participant pools than previously fea-
sible in laboratory studies without compromising the data
quality. More specifically, this paper introduces our online
experiment platform LabintheWild, which enables partici-
pants to compare themselves to others in exchange for study
participation. Synthesizing the major design decisions we
made in the course of deploying LabintheWild, we reflect



on their impact on recruitment, participant behavior, and data
quality. We show our progress toward three core objectives
that guided the design of LabintheWild:

1. Larger scale: LabintheWild reaches more participants than
what is feasible in typical laboratory studies. In less than
two years of its existence, LabintheWild was visited more
than 2 million times, and nearly 750,000 visitors completed
an experiment (an average of about 1,000 participants/day).
Using Google Analytics data, participants’ comments, and
tweets, we discuss our main sources of traffic, how people
hear about LabintheWild, as well as their motivation and
perceived benefit of participating.

2. Less WEIRD: In contrast to laboratory studies,
LabintheWild participants report a larger age range,
more diverse educational backgrounds, and — coming
from more than 200 countries and six continents — a wider
geographic dispersion. This data shows that LabintheWild
enables comparative studies between a large number of
geographic regions and a variety of demographic groups.

3. Equal data quality: We report on the results of three prior
laboratory studies that we replicated on LabintheWild. Our
results match those obtained in laboratory settings despite
the different incentive structure on LabintheWild and de-
spite the fact that our participants complete the tests with-
out direct supervision. We discuss participants’ role in re-
porting distractions, identifying untruthfully provided in-
formation, and sharing useful context.

We continue this paper with a brief overview of previous in-
novations for conducting experiments, before providing de-
tails about LabintheWild. The article is structured follow-
ing our three core objectives as stated above, starting with
an analysis of the scale, followed by an overview of how
LabintheWild participants are less WEIRD, and concluding
with an evaluation of the data quality in three replication
experiments. We finish with an overall discussion and an
overview of future work.

RELATED WORK
The importance of conducting behavioral experiments across
a variety of demographic groups was perhaps most promi-
nently raised by Henrich and colleagues, who concluded that
WEIRD samples “are among the least representative popu-
lations one could find for generalizing about humans” [17,
p. 1]. For certain kinds of research, online experiments pro-
vide a feasible mechanism for studying more representative
populations. Mason et al. [26], for instance, suggested that
crowdsourcing experiments using Amazon’s online market
platform Mechanical Turk can broaden the subject population
and increase generalizability. Workers on Mechanical Turk,
the so-called “Turkers”, have been found to be more diverse
and more representative of the US population than conven-
tional student samples [19, 3].

Mechanical Turk also provides the infrastructure for recruit-
ing large numbers of subjects at low cost (Turkers receive an
average of $4.80 per hour [20]). The site has therefore be-
come increasingly popular in various fields such as political

science [3], economics [18], and psychology [4]. However,
the financial incentive might also mean that some Turkers at-
tempt to maximize their return while investing minimal effort
and time into the tasks [10]. In particular, researchers worry
that Turkers might not sufficiently read and focus on study in-
structions and materials, which could potentially compromise
the data quality [28]. Much research has since shown that
the data quality is indeed affected by some Turkers investing
minimal effort [22, 28, 21, 10, 15]. It was also found that
when including precautions in the design and analysis of ex-
periments, such as mechanisms to detect satisficing, effective
training procedures, outlier removal techniques, as well as
incorporating contextual factors (e.g., hardware, demograph-
ics) in the statistical analyses, the data quality and statistical
power can be comparable to that of in-lab studies [16, 18, 23,
28, 30, 31, 38]. Research that requires collection of truthful
subjective responses, however, remains challenging on Me-
chanical Turk [22, 28, 34].

While Mechanical Turk has a rapidly growing user popula-
tion, its user base is insufficiently diverse to conduct stud-
ies spanning many countries (the plurality of Turkers come
from the United States and India [30, 11, 11, 26]). Eriksson
and Simpson reported that of 984 Turkers who participated in
their study, no other country beside the US and India reached
more than 5% of the overall sample [11].

Mechanical Turk’s subject pool is additionally restricted to
those who have signed up as Turkers, creating a barrier to par-
ticipation. Removing this sign-up barrier, Germine et al. [13]
developed TestMyBrain.org to make several cognitive and
perceptual studies available online for anyone to participate
in exchange for personalized performance feedback. Their
analysis comparing data from online and in-lab participants
in four distinct experiments showed no significant differences
between results obtained in the two settings [13]. Our results
corroborate these findings and extend them to a broader range
of types of experiments.

ABOUT LABINTHEWILD
LabintheWild (www.labinthewild.org) is an online experi-
ment platform for conducting behavioral research studies
with self-selected, uncompensated web samples. When de-
veloping LabintheWild, we had three goals in mind:

1. Larger scale: The platform had to attract sufficiently large
numbers of participants to enable rapid iteration of design
prototypes at low cost, and to detect effects that cannot be
reliably observed in small-scale experiments. This meant
that we had to rethink recruitment strategies and participant
compensation.

2. Less WEIRD: Our goal was to make it possible to reach
participants from diverse geographic and demographic
backgrounds in sufficient numbers to reason about the gen-
eralizability of findings and compare specific populations.

3. Equal data quality: We wanted the quality of the data
collected on LabintheWild to match that of conventional
methods. This required mechanisms that ensured partici-
pants’ engagement and truthfulness, as well as mechanisms
to detect if the quality of the data was compromised.



Major Design Decisions

Unrestricted Online Access
Developing LabintheWild as an online platform was central
to meeting the goals of engaging larger and less WEIRD
populations as easy online access lowers the barrier to par-
ticipation compared to studies conducted in physical labs.
LabintheWild studies are conducted without experimenter su-
pervision, which provides the benefit of allowing participa-
tion in large numbers and around the clock independent of
location and time zones.

LabintheWild experiments are open to anyone to participate.
This has several consequences: First, even if the scientific
objective of an experiment is to study a specific population
(e.g., people who speak two or more languages fluently), we
design studies such that all can have a rewarding experience
participating in a study, which sometimes requires designing
multiple tracks through an experiment. Second, we carefully
design studies to be appropriate for minors and other vulner-
able populations.

Finally, to make participation as easy as possible, we de-
cided that people should not be required to sign up. This
decision was further reinforced by a request from our Insti-
tutional Review Boards that we do not track our participants
in any way. While these decisions lower the barrier to par-
ticipation and protect participants’ privacy, the current design
of LabintheWild precludes longitudinal studies, combining a
participant’s results from multiple studies, or automatically
detecting participants taking the same test more than once.
This last limitation is particularly important because many
experiments have prominent learning effects. To maintain in-
tegrity of our data, the first question we ask in all our ques-
tionnaires is whether a participant has taken the test before.
Participants who answer this question in the affirmative are
typically excluded from the analysis.

Participant Incentives and Compensation
One of the major design decisions that we made was that
LabintheWild should work without providing financial com-
pensation for study participation. Paying participants would
limit both the size and the diversity of the participant pool
because our financial resources are limited and because only
some participants have the ability to receive online payments
or are interested in spending their money online (e.g., Me-
chanical Turk workers can receive their payments only in U.S.
dollars, Indian Rupees, or as Amazon.com store credit [26]).
The necessary registration would also pose a hurdle. Instead,
we leverage the human urge to learn about themselves and
to compare themselves to others [12]: After participating in
an experiment, participants are shown a personalized results
page, which explains how they did and how their performance
or preferences compare to others. For each experiment, we
produce a short slogan that advertises the type of feedback
participants would receive (e.g., “Can we guess your age?”,
“Are you more Eastern or Western?”, “Test your social intel-
ligence!”). We use these slogans to advertise each experiment
on LabintheWild’s front page and for sharing the experiments
via social media.

The personalized feedback is designed to be either value-
neutral or performance-based, but always compares the par-
ticipant to others. In most cases, the feedback corresponds
to our own research questions. For example, in a study that
compares aesthetic preferences across cultures, participants’
website preferences are shown in comparison to people from
the same or other countries. However, if research questions
and the corresponding experiments are not inherently inter-
esting to participants, we find an aspect of the results that
might be of higher interest. For example, for a Fitts’ Law
experiment that required participants to click on a number of
dots on a screen for a duration of around five minutes—a task
that can be extremely tedious and boring—we implemented a
regression model to predict a person’s age from their mouse
movements. This experiment’s slogan was “Can we guess
your age?” (rather than the more obvious “What is you point-
ing ability?”). Our primary research interest was clearly re-
vealed in the informed consent form and again on the person-
alized results page. But participants’ main incentive was to
see whether we could, indeed, guess their age.
Recruitment
Designing experiments to be intrinsically motivating and pro-
viding personalized feedback plays a major role in the re-
cruitment of participants. LabintheWild supports a self-
perpetuating recruitment mechanism by enabling sharing
through online social networks. LabintheWild’s pages, in-
cluding the first and last page of each experiment, are
equipped with social sharing buttons via Facebook, Twitter,
Google+, Tumblr, and email.

When we launched LabintheWild in July 2012, we first ad-
vertised three studies through our personal social networks on
Facebook, Twitter, and Google+. As more and more partici-
pants took part in our experiments, we observed an increase
in mentions of LabintheWild in social shares, on blog posts,
and in online newspaper articles: Participants and other in-
terested people write about and link to LabintheWild, which
attracts others to the site. To further leverage the word-of-
mouth and to enable users to hear about new experiments and
research results, we added a Facebook page and the possibil-
ity to “like” LabintheWild in April 2013, as well as an option
to sign up for email notifications in July 2013.

When an experiment is ready to go online, we initially ad-
vertise it on our own online social networks. This limited
deployment gives us a chance to uncover any remaining im-
plementation bugs and design flaws. Next, we advertise the
experiment on our Facebook page and add it to the homepage
of LabintheWild. We do not otherwise actively advertise or
recruit participants.

Because some experiments are naturally more intrinsically
motivating than others, we employ a special recruitment strat-
egy among participants who just completed a study. Below
their personalized results, we suggest two other LabintheWild
experiments. Consequently, our most popular experiments
end up generating traffic for those that are less popular.

In our recruitment, we focused on encouraging participants to
advertise LabintheWild to their friends. We also offer partici-
pants the option of following LabintheWild’s Facebook page



or signing up for email announcements, but we made these
opportunities less prominent. Our decision was motivated by
the fact that new studies appear on LabintheWild every two
months on average, which provides little opportunity for nur-
turing frequent return visitors.

Study design
To ensure that participation does not become tedious or ex-
hausting, we design our experiments to take 5–15 minutes.
Although it might be feasible to conduct longer studies, a du-
ration of around 15 minutes has proven to successfully engage
participants on TestMyBrain.org [13]. We also clearly com-
municate progress through the experiment, use friendly, ca-
sual language, and occasionally include humorous interludes.

To ensure honest answers to our demographic questions, we
chose to make the questions optional wherever possible. We
also provide easy and non-judgmental mechanisms for report-
ing situations that might have compromised the data quality
at the end of each experiment. Specific questions depend on
the experiment, but we frequently ask participants if they ex-
perienced technical difficulties or distractions and whether
they cheated in any way. As we discuss later, participants
often provide an informative explanation of how they were
distracted or how they cheated.

Choice of studies
Our decision to limit the length of our studies imposes con-
straints on the experiment design. Studies that require show-
ing large numbers of stimuli are shortened by presenting par-
ticipants with different randomized subsamples of the full set
of stimuli, and we account for the resulting differences in
sample frequencies in the analyses.

The unsupervised online environment and the social recruit-
ment mechanism additionally limit the type of studies that
can be feasibly run on LabintheWild. For example, we have
not attempted to run studies that require participants to be in
specific environments or use specific devices. Studies that re-
quire deception (i.e., to avoid that demand characteristics [29]
influence participants’ behavior) could also impact the results
in the longer term, because the debriefing content at the end
of the study might be shared with others.

LARGE SCALE
Conducting experiments with uncompensated and self-
selected online samples at large scale naturally requires a self-
sustaining recruitment mechanism. This section first reports
on the current scale of LabintheWild, that is, its visitor and
participant numbers, before describing how people hear about
LabintheWild and why they participate. Information about
visits to LabintheWild is based on data from Google Analyt-
ics, while the participation data is based on data logged on
LabintheWild.

Visitors and Participant Numbers on LabintheWild
Between launching LabintheWild in July 2012 and April
2014, the platform has been visited 2,072,384 times, 11.6%
of which were return visits. Visitors came from 219 coun-
tries and regions, with the plurality of them coming from the
United States (36.66%, see Table 1 for a list of countries).

Country #)visitors %)of)total Country #)visitors %)of)total
United'States 759,663 36.66 Israel 9,459 0.46
United'Kingdom 312,135 15.06 Italy 9,026 0.44
Hungary 159,431 7.69 Spain 7,902 0.38
Canada 96,446 4.65 Switzerland 7,461 0.36
Romania 87,074 4.20 Mexico 7,337 0.35
Lithuania 78,349 3.78 Denmark 6,696 0.32
Australia 45,107 2.18 Poland 6,364 0.31
Germany 43,358 2.09 Greece 6,236 0.30
Norway 36,168 1.75 Malaysia 6,090 0.29
Singapore 28,940 1.40 Philippines 4,753 0.23
China 28,938 1.40 Hong'Kong 4,436 0.21
Netherlands 28,424 1.37 Bosnia'and'Herzegovina 4,154 0.20
Macedonia'(FYROM) 25,072 1.21 Russia 3,591 0.17
Finland 23,944 1.16 Turkey 3,430 0.17
Chile 19,082 0.92 Argentina 3,373 0.16
India 16,108 0.78 South'Africa 3,239 0.16
Austria 14,544 0.70 South'Korea 3,234 0.16
France 14,466 0.70 Slovakia 3,107 0.15
Sweden 13,387 0.65 Bulgaria 2,897 0.14
Ireland 13,282 0.64 Pakistan 2,742 0.13
Japan 12,279 0.59 Portugal 2,681 0.13
New'Zealand 11,544 0.56 United'Arab'Emirates 2,580 0.12
Belgium 11,533 0.56 Thailand 2,576 0.12
Serbia 11,293 0.54 Taiwan 2,545 0.12
Brazil 10,132 0.49 Vietnam 2,317 0.11

Table 1. The top 50 countries (of more than 200) with the largest num-
bers of visitors on LabintheWild between June 2012 and April 2014.

Referral'source #'visitors %'of'total Referral'source #'visitors %'of'total
facebook.com 408,162 19.70 mokslas.delfi.lt 8,364 0.40
m.facebook.com 142,343 6.87 gizmodo.co.uk 8,349 0.40
huffingtonpost.co.uk 114,424 5.52 krone.at 7,367 0.36
dailymail.co.uk 83,460 4.03 neogaf.com 6,556 0.32
eduline.hu 77,120 3.72 komando.com 5,602 0.27
t.co 57,555 2.78 yoda.ro 5,019 0.24
realitatea.net 45,089 2.18 rtv.net 4,838 0.23
tumblr.com 24,347 1.17 wowbiz.ro 4,649 0.22
hvg.hu 20,467 0.99 plus.url.google.com 4,470 0.22
origo.hu 19,223 0.93 boards.4chan.org 4,210 0.20
reddit.com 18,792 0.91 laikas.lt 3,632 0.18
alfa.It 15,123 0.73 updateordie.com 3,491 0.17
szeretlekmagyarorszag.hu 14,800 0.71 taringa.net 3,482 0.17
forum.bodybuilding.com 14,110 0.68 telegraf.rs 3,376 0.16
technologijos.lt 13,782 0.67 h2w.iask.cn 3,137 0.15
weibo.com 13,007 0.63 iFamFbored.com 3,136 0.15
crnobelo.com 11,011 0.53 tigerdroppings.com 3,129 0.15
side3.no 10,932 0.53 smallbusiness.yahoo.com 2,995 0.14
faculteti.mk 10,390 0.50 quo.mx 2,269 0.11
sociedad.biobiochile.cl 9,552 0.46 pcwelt.de 2,048 0.10

Table 2. List of predominant referral sources to the site between June
2012 and April 2014.

During the July 2012 – April 2014 period eleven distinct ex-
periments were available on LabintheWild at some point. Vis-
itors completed 744,739 experimental sessions. This number
only includes those participants who have finished the whole
length of an experiment and did not report to have taken the
same experiment before. Because we do not track partici-
pants across experiments, we do not know how many unique
participants completed experiments on the site. An analysis
of visitor flow suggests that very few participants completed
more than two experiments in a single visit.

How People Hear About LabintheWild
Table 2 lists the predominant referral sources to LabintheWild
over the past two years. Although Facebook is the primary
source of traffic, more than 5,000 websites currently men-
tion LabintheWild or one of its experiments and lead visitors
to the site.1 The fact that people link to the site is also no-
1This data reports on statistics provided by Google Analytics and
reports on visitors, not participants.



ticeable in that even after removal of an experiment from the
LabintheWild front page, many people still access the exper-
iment directly. The diversity of referral sources additionally
conveys that LabintheWild attracts people with a variety of
interests.

To find out why people invite others to participate,
we analyzed the 200 most recent tweets that included
LabintheWild’s URL or referred to the site name. Following
the thematic analysis method [14], we first added codes to the
tweets that described the reasoning behind encouraging oth-
ers to visit LabintheWild. These codes were then iteratively
clustered into themes. We saw two patterns emerge: First,
people appear to share their interest in science for altruistic
reasons, such as exemplified with these tweets:

Participate in these #studies because #science is cool!
And it’s an interesting insight into yourself.

Intriguing research trying to quantify difficult-to-
quantify things. Add to their data.

LabintheWild.org Help advance the design of all sorts of
cool things. Older people especially welcome.

The last tweet referred to a request that we added at the end
of an experiment to tell not just “your friends” to participate,
but especially people over 50. After adding this sentence, the
average age of participants noticeably increased.

A second reason for sharing the experiments is to commu-
nicate the discovery of something that could potentially be
exciting for others:

Savvy web users - do you think you can spot an untrust-
worthy website? Take this test

take these tests and learn that you’re older and more
japanese than you ever knew: LabintheWild.org

Check out LabintheWild.org for some pretty neat cul-
tural / perception experiments [...]

These tests have been amusing: LabintheWild.org , par-
ticularly the social intelligence one. Let me know if you
try any of them!

take some fun tests! one of them will guess your age by
how you click on the red dot.

The tweets demonstrate the role that online social media users
play in recruiting others and spreading the word.

Why People Come to LabintheWild
To explore the reasons for participation, we again analyzed
tweets that contained references to LabintheWild. In addi-
tion, we also included comments that participants provided
at the end of four experiments that represented a diverse set
of study and feedback designs. The resulting set contained
nearly 30,000 comments. We first excluded one-word com-
ments (e.g., “interesting”, “fascinating”, “boring”, “no”) that
did not contain any reasoning. We then thematically analyzed
the data [14] by labeling the remaining comments and tweets
with keywords, and clustering them until no more additional
categories emerged.

The analysis indicates that people come to LabintheWild for
diverse reasons, but that the main categories are (1) an urge
to compare themselves to others, (2) a general curiosity about
themselves, (3) a fascination with the idea that their own char-
acteristics could be predicted, and (4) the desire for improving
particular skills. In the following, comments (but not tweets)
will be reported along with the test and participant number
that they refer to.

Consistent with the social comparison theory [12], many
tweets sent after participation showed that people enjoyed the
comparative feedback that LabintheWild experiments pro-
vide. For example, some Twitter users wrote

I got 31/36 (above average).... not bad for a confirmed
social nincompoop! RT Test your social intelligence

Uh oh. Only 3% of people (roughly 0 / 10) from United
Kingdom share your visual preferences!

I challenge you all to beat my score of 35 out of 36! Post
your results here.

Sharing results online seems to be a way of differentiating
oneself from others and showing off these differences.

Other tweets suggest that participants appreciate discovering
something new about themselves:

Fascinating. Apparently I’m better at perceiving the
background. Psychology tests are awesome.

LabintheWild.org I love this ..according to this I’m more
Japanese than American..& I’m 30!! Yipee!!

Similarly, participants’ comments describe that the studies
made them aware of their own preferences:

love the test. It makes you think about design trends,
simplicity in web design and color usage. I rated some
websites lower just because I didn’t like the color com-
bination! [P42367, aesthetics test]

Roughly around the break it started to become clear to
me that I like quite simple pages. At least when it comes
to colors. But even more important than that seemed
to be the layout of the page. If the main thing was big
and clear, maybe accompanied with a calm picture, it
appealed to me more than the over simplistic ones or the
ones that were just simply too full of <beep>. [P459,
aesthetics test]

Some tweets show that participants were surprised about the
accuracy of results, and fascinated that the studies could pro-
duce unexpected predictions about themselves.

So, er, LabintheWild.org guessed my age exactly! Sci-
ence is cool.

My score: Low Colorfulness, High Complexity, Medium
Color Sat.: Visual Preferences Test - yes, I like neutral
colors.

okay this is sort of spooky. It makes me a little more
afraid of smart people :) It guessed me at 29 (i’m 30)...



Comments additionally suggest that for some participants im-
proving particular skills is the main motivation for participat-
ing:

Very interesting! It would be nice to have the results
after the test, I’d be curious to know if I rated the designs
consistently, and also to take a better look at which ones
I’ve rated high or low [aesthetics test, P43024]

It would be great [...] to see which eyes we guessed
wrong. I personally took the test hoping to practice or
improve my skills; but as it stands I really don’t take
anything out of it. [P872, social intelligence test]

Thanks! I hope to use this to improve my business skills.
[P15464, social intelligence test]

In some cases, revealing the correct answers so that partici-
pants can see what exactly they got wrong risks the validity
of the experiment if the answers get shared or discussed be-
tween participants. Hence, we only offer a summary of an
individual’s results, but provide the full answer key whenever
participants ask us for it via email.

Discussion
The previous analyses demonstrate the feasibility of conduct-
ing uncompensated online experiments with large numbers
of participants (an average of a thousand participants a day),
allowing us to study more participants at lower cost than
possible in lab. People’s comments and tweets show that
LabintheWild participants play an essential role in enabling
this scale by recruiting others.

A noteworthy aspect of LabintheWild is that 88.4% of its vis-
itors are new to the site. Hence, in contrast to Mechanical
Turk, LabintheWild largely taps into new participant pools
rather than a stable base of returning participants. There are
two reasons for this: First, LabintheWild does not require vis-
itors to sign up before engaging with the content, and thus,
lowers the barrier for testing it out. The second, and more im-
portant, reason is that LabintheWild does not offer new con-
tent at the same frequency as Mechanical Turk. Because it
takes us two months on average to add a new experiment to
LabintheWild, we made little effort to encourage participants
to return other than giving them the opportunity to follow the
LabintheWild Facebook page where we announce new exper-
iments. However, we do encourage the recruitment of oth-
ers by including social network sharing buttons in the results
pages of our experiments.

LESS WEIRD
In contrast to the convenience samples of many in-lab ex-
periments (most often North American undergraduate stu-
dents [17]), one of LabintheWild’s core goals is to conduct
experiments with less WEIRD participants. In particular, our
aim is to reach a broader range of age groups, countries, and
education levels.

Table 3 shows participants’ self-reported demographics for
nine of our previous experiments. These experiments were
on the LabintheWild front page for varying lengths in time
(usually, LabintheWild features five experiments at the same

time), but most of them remained accessible through the study
link and had ongoing, albeit lower, traffic afterwards. The
number of participants includes only those who did not report
to have participated in the study before. The percentage of US
participants represents people who are currently living in the
US, but are not necessarily originally from the US.

Across experiments, approximately 49% of all participants
are female. This is slightly more balanced than the 55% fe-
males found in Mechanical Turk samples [26], and shows
that females as much as males are attracted to participate in
LabintheWild experiments.

LabintheWild participants have a mean age of 29 years (me-
dian 26, range 5-99), which is older than the average age in
laboratory studies, but younger than the mean age of 32 years
(median 30) that has been reported for Turkers (see e.g., [26]).
LabintheWild reaches a larger age range of people than Me-
chanical Turk does ([26] report an age range of 18 to approx-
imately 75), mainly due to the fact that Turkers are required
to be at least 18 years before being able to sign up.

About 73% of LabintheWild participants report to be cur-
rently enrolled in college or have a college degree or higher,
which suggests that our participant samples are not represen-
tative of the general population. The higher education level is
consistent with that of the Mechanical Turk population [30].
In fact, Paoloacci et al. suggest that the higher education level
of Turkers could be typical among early adopters of technol-
ogy [30]. Importantly, roughly 27% of our participants have
a lower education level than the traditional student samples
recruited for in-lab experiments.

Participants self-reported to be from more than 200 countries
and regions on six continents, which is in line with the Google
Analytics report for LabintheWild visitors (see also Table 1).
Moreover, approximately 66% of participants across all ex-
periments (the majority in all except one of our previous stud-
ies) comes from countries other than the US. In contrast, Me-
chanical Turk surveys suggest that Turkers come from 190
countries, but 81% of them are from India and the US [30].
This makes the overall LabintheWild sample less WEIRD
than the typical Western convenience samples in lab experi-
ments, and it also demonstrates that LabintheWild enables us
to reach more geographically diverse participants in higher
numbers than currently possible using Mechanical Turk. We
expect this diversity of LabintheWild to increase after the site
and experiments are offered in languages other than English.

Discussion
The previous analysis of demographics demonstrates that
LabintheWild participants are arguably less WEIRD than
common convenience samples of laboratory studies (see, e.g.,
[3, 17]). LabintheWild is also more diverse than Mechani-
cal Turk in terms of a larger age range, and a larger num-
ber of countries that contribute substantial numbers of par-
ticipants. This opens up new possibilities for cross-country
comparisons and cross-cultural research. Likewise, more di-
verse populations within countries enable comparisons be-
tween several demographic groups. In the past, the diversity
among LabintheWild participants has allowed us to empiri-



Experiment Abbreviation
#0months0on0
front0page #0participants

%0
female

age0
range

mean0age0
(median)

stdev0
age #0countries

%0US0
participants

%0college00
or0above

#0of0native0
languages

%0native0English0
speakers

What0is0your0website0aesthetic?0(Experiment01) aesthetics 21 42,171 52.7 6K99 320(29) 12.83 190 41.4 73.5 38 62.6
How0fast0is0your0memory?0(Experiment02) memory 4 1,121 N/A 13K99 260(23) 11.53 81 28.8 62.2 36 49.6
Test0your0social0intelligence!0(Experiment03) social0intelligence 10 125,570 48.5 12K98 300(26) 12.24 227 46.9 N/A N/A N/A
What0do0you0perceive0as0colorful? colorfulness 3 8,600 56.9 7K99 290(26) 12.37 140 40.6 72.5 38 57.4
Are0you0more0Eastern0or0Western? frameKline 21 7,623 57.7 6K99 270(24) 11.58 148 47.3 74.1 37 70.7
How0do0you0predict0changes0in0future0trends? graph0prediction 5 1,216 45.3 6K99 260(23) 12.95 86 40.8 73.1 37 59.3
What0do0you0perceive0as0complex? complexity 1 176 46.6 12K70 3300(30) 12.19 32 65.9 90.3 23 61.9
Trust0us.0You0will0love0this0test! trust 7 1,944 56.9 6K99 270(23) 12.63 97 43.4 69.5 35 66.4
Can0we0guess0your0age? age0guessing 4 556,330 39 5K99 320(29) 12.09 139 30.7 N/A N/A 66.4

Table 3. Demographic composition of participant samples from nine LabintheWild experiments. Two further experiments are not shown here, because
they were only online for brief periods of time. The first three experiments are presented in this paper as part of the data quality analyses.

cally demonstrate differences between the visual preferences
of people from more than 40 countries and various demo-
graphic groups [32].

The finding that 73% of LabintheWild participants have re-
ceived or are currently pursuing a college degree or higher
is not surprising given our recruitment methods with our
own social networks as a starting point. We believe that
a key to increasing the diversity will be to further explore
how exactly different segments of the population hear about
LabintheWild, and what motivates them to take part.

EQUAL DATA QUALITY
The third and perhaps most important goal of LabintheWild
was to maintain the data quality on par with traditional in-
lab experiments with controlled conditions and experimenter
supervision. To evaluate this, the following sections report
on LabintheWild replications of three experiments from the
literature, and show how participants play an important role
in detecting issues that could compromise the data quality.

Experiment Replications
We implemented online versions of the following three ex-
periments from the literature:

1. An experiment on subjective ratings on appeal [25].
2. A study of working memory processing speed [35].
3. A test assessing social intelligence, originally called

“Reading the mind in the eyes” [2].

In the first experiment, participants are asked to provide sub-
jective ratings of the aesthetic appeal of websites. They rate
each website twice, which enables an analysis of reliability.
We include this test because soliciting truthful and reliable
subjective responses is still considered challenging in unsu-
pervised online studies [22, 28, 34] making this test a par-
ticularly sensitive probe of the truthfulness of data reported
by LabintheWild participants: are they reporting their ac-
tual subjective reactions at least as reliably as in-lab partic-
ipants or are they prone to “spamming” as some participants
on Amazon Mechanical Turk? The successful completion of
this study also requires careful attention as stimuli are pre-
sented for only 500ms each, giving us insights into whether
LabintheWild participants get distracted substantially more
than in-lab participants.

The second experiment on working memory processing speed
involves working under considerable cognitive load. Hence,
this test provides an insight into whether or not LabintheWild

participants are willing to put in substantial mental effort into
completing experiments.

In some experiments, as in the test measuring the working
memory processing speed, the overall phenomenon is repro-
ducible across laboratories, but the exact values of the mea-
surements differ substantially across experimental settings.
We included a third test, the “Reading the mind in the eyes”
study, because its measurements should be exactly replicable
independent of the experimental setting. The scores obtained
in this experiment depend on both actual ability and effort.
If LabintheWild participants achieved scores similar to those
obtained by supervised in-lab participants, it would provide
evidence that they exerted as much effort.

Experiment 1: Website Aesthetics
The first experiment that we replicated was originally pre-
sented by Lindgaard and colleagues in 2006 [25]. The authors
established that people are able to make reliable judgments on
the visual appeal of websites after a short stimulus exposure
time of 500ms.

The experiment was divided into two blocks, in which par-
ticipants were shown the same set of websites (in different
randomized order) for 500ms each. After each website, they
were asked to rate the visual appeal of the site on a single-
item 9-point Likert scale. The results showed that the ratings
of the same websites in the two phases are significantly cor-
related, suggesting a high intra-participant reliability.

In our replication, we used the intra-participant reliability to
verify the effort and truthfulness of participants’ subjective
visual preference ratings. If participants give the study their
undivided attention and provide ratings that truly correspond
to their visual preferences, the ratings between the two phases
should be highly correlated.

Main Results From Prior Studies
In the original study [25], the authors tested the intra-
participant reliability of 20 participants using Pearson corre-
lations for each participant’s rating in the first and the second
phase. All correlations were significant at a α < .05 level and
all correlation coefficients were above r=.60 (see Table 4).

We closely followed the design of the third experiment pre-
sented in [25], replicating the condition in which participants
were shown website stimuli with a 500ms exposure time. Par-
ticipants were first presented with an informed consent form,
a demographics questionnaire, as well as a screen containing



instructions on the task. The instructions also emphasized
the short stimulus exposure time, which would require extra
attention. Participants were then asked to rate websites on
visual appeal on a single-item 9-point Likert scale. Website
stimuli were pre-loaded in the background to ensure that the
exposure time was unaffected by varying Internet connection
speeds. The experiment was divided into three parts, start-
ing with a practice session, and two main experiment parts,
which included the same website screenshots in (differently)
randomized order.

To keep the experiment under 10 minutes, we used 5 practice
website screenshots (as opposed to 20 in the original study),
and 30 websites per test phase (as opposed to 50). We added
text and a picture between the two test phases to divert partici-
pants’ attention from the main purpose of the test and encour-
age them to take a break. The study ended with personalized
feedback about a participant’s visual preferences in compari-
son to other people from their country of current residence.

Analysis
Following the procedure described in [25], we conducted sep-
arate Pearson product-moment correlations for each partici-
pant. Lindgaard and colleagues only provided an aggregation
of their correlation coefficients, and so we did not perform a
comparative statistical analysis of the distributions.

Participants
For an overview of participant demographics see Table 3.
Because the original laboratory study was conducted at a
North American university and required participants to speak
English as their first language, we only included 10,976
LabintheWild participants who had always lived in Canada
or the US, and who reported English as their native language.
The demographic composition changed only slightly: Partic-
ipants had a mean age of 33 (stdev = 13.24, median 29), and
59% were female. The education level increased to 79% who
reported pursuing college or above.

Adjustments of Data
We excluded 166 participants for whom our system reported
that the stimulus was not displayed for 500ms, and 75 partici-
pants who reported having experienced technical difficulties,
and/or having cheated. Together this accounted for 2.2% of
the 10,976 participants, resulting in a data set of 10,735 par-
ticipants.

Correlation*
coefficient

N % N % N %
.01.09 3 0.03

.101.19 9 0.08

.201.29 21 0.20

.301.39 1 0.5 67 0.62
.40.49 1 0.5 212 1.97
.501.59 4 2.01 539 5.02
.601.69 1 5 6 3.02 1338 12.46
.701.79 4 20 16 8.04 3055 28.46
.801.89 15 75 97 48.74 4469 41.63
.901.99 74 37.19 1022 9.52

LabintheWild,*all*
(N=10,735)

LabintheWild,*18124**
years*old*(N=199)

Laboratory*
study*(N=20)

Table 4. Overview of the distribution of correlation coefficients com-
paring the results of the laboratory study to the one conducted on
LabintheWild. LabintheWild participants were only included if they
were from North-America and reported being a native English speaker.

Main Findings
Table 4 provides an overview of the correlation coefficients
from the in-lab study and those from LabintheWild. Because
participants in the original laboratory study were students at
a Canadian university (participants’ age was not reported in
[25]), we first analyzed how the results of LabintheWild par-
ticipants aged 18-24 years (N=199) compared against the in-
lab results. All correlations on LabintheWild were significant
at a α < .05 level. In comparison to Lindgaard et al.’s study,
a higher percentage of participants (85.93% versus 75% in
the laboratory study) achieved correlation coefficients above
r = .80. This suggests that LabintheWild participants at com-
parable age to the in-lab study participants were at least as
consistent in their responses than those in the lab study.

When including all LabintheWild participants (i.e., those
from the US and Canada who reported speaking English as
their first language), we see a wider distribution of coeffi-
cients. We found that 84 correlations (0.78% of the total)
were not significant at a α < .05 level, indicating that a
small percentage of LabintheWild participants might have
been distracted or randomly rated the websites. The re-
maining 99.22% of correlations were significant, and 92.07%
of correlations were above r = .60; the vast majority of
LabintheWild participants were as or even more consistent
in their responses as participants in lab.

We performed an additional analysis across the entire data
set of 42,171 participants from 190 countries, again exclud-
ing participants with technical difficulties and/or those who
reported having cheated. The excluded data accounted for
2.3%, resulting in 41,201 participants. We observed no sub-
stantial relationship between country of origin and the results,
indicating that the phenomenon of people forming lasting im-
pressions of aesthetic appeal based on brief exposure is uni-
versal across the sample population of our dataset.

In summary, our overall results match Lindgaard et al.’s find-
ing that participants are able to form consistent impressions of
a website’s appeal after seeing it for only 500ms. Moreover,
our results indicate that this phenomenon generalizes across
a variety of demographic and geographic groups.

Experiment 2: Working Memory Processing Speed
In 1966, Saul Sternberg published results of an experiment
demonstrating that the time needed to retrieve an item from
working memory was linearly proportional to the number of
items stored there [35].

Tasks
This study has been replicated and extended by numerous
researchers (e.g., [6, 7, 8, 9, 36, 37]). All variants of this
study have a common basic structure: In each experimen-
tal block, participants are first presented with a sequence of
several (typically 1–6) symbols to memorize (Figure 2 left).
After that, they are presented with one symbol at a time (a
probe) and asked whether the symbol was present in the orig-
inal set (Figure 2 right).

We based our main design decisions on the original study [35]
(some of the details were not revealed in the original paper,



Figure 2. An example task in the Working Memory Processing Speed
experiment.

but were made apparent in a later publication [37]). Each
experimental block presented participants with a set of 1–6
randomly chosen symbols and 11 probes. Three of the probes
(i.e., 27%) were positive (that is, contained a symbol from the
original set) and 8 were negative. The order of the positive
and negative probes was random and so was the selection of
the specific symbols to display.

Unlike in the original study, we used the combined set of
digits and uppercase English alphabet letters (rather than just
digits). The choice of symbol does not affect the main out-
come of the study [5]. We removed digit-letter pairs that
could be visually confused for each other (i.e., 1-I, 0-O). The
resulting set contained 32 distinct symbols.

Main Results From Prior Studies
The linear relationship between the size of the symbol set and
the reaction time has been reliably confirmed and researchers
repeatedly reported r2 values of .99 and higher [35, 8]. This
is the primary finding that we aimed to replicate.

Another prominent property of this task is that the marginal
response time per item does not change with practice: That is,
the absolute response time tends to improve as participants
gain practice with the task, but the slope of the line of fit,
which captures how much additional time is needed as the
size of the set held in working memory increases by one item,
does not change with practice [24, 27]. This is the second
finding we aimed to replicate.

Detecting the relationship between set size and the response
time rests on the assumption that participants actually make
the effort to memorize the items and to respond correctly.
All replications of this experiment exclude participants whose
overall accuracy fails to meet an accuracy criterion (typically
a number over 95%). A recent article provided the distribu-
tion of participant accuracies prior to any exclusions showing
that lab-based participants accurately recalled items as often
as 98% on average when there was only one item to be re-
membered and 90% on average when they had to memorize
six items [8]. We compare these results to the accuracies of
LabintheWild participants.

Procedure
The first three screens of the study presented participants
with the basic information about the study, the informed con-
sent form, and a short demographic questionnaire, which also
asked whether participants had taken the study before. All

questions were optional. Next, participants were presented
with brief instructions followed by a single practice block of
11 trials. During the practice block participants were given
feedback about the correctness of their responses immedi-
ately after each trial. No such feedback was provided during
the subsequent blocks. The main experiment consisted of 12
blocks (2 for each set size between 1 and 6), each with 11
trials. Participants could take breaks between blocks.

The feedback page showed each participant their mean ac-
curacy (what percentage of the probes they gave correct re-
sponses to) and their mean response time in comparison to
previous study participants.

Measures and Analysis
We first conducted a least squares linear regression with set
size [1–6 items] as the only factor and the response time as the
response variable. As in the original study, we first averaged
response times over all non-excluded blocks separately for
each set size.

Next, we conducted an analysis of variance meant to uncover
learning effects. This was a between-subjects analysis with
the following factors and levels:

• set size [1–6 items] (modeled as a continuous variable)

• prior exposure {first time, repeat} (modeled as a categori-
cal variable)

• age bin {10–14, 15–19, 20–24, 25–29, 30–39, 40–49, 50+}
(modeled as an ordinal variable)

The response time measured participants’ reaction time.

To analyze participant accuracies, we computed the mean per-
centage of correct responses for each of the six set sizes. Be-
cause the results in prior work were only reported graphically
(i.e., they were summarized visually in a chart, but neither
mean values nor variances were explicitly stated in the arti-
cle), we did not attempt a statistical comparison.

Participants
The experiment was completed 1,319 times (198 repeat par-
ticipants). The demographics of 1,121 participants who took
this test for the first time can be seen in Table 3.

Adjustments of Data
We removed 100 experiment instances, in which participants
reported having experienced technical difficulties, and/or
cheated. These exclusions accounted for 7.6% of the 1,319
completed experiments leaving 1,219.

As in the original experiment, we removed experimental in-
stances in which accuracy (i.e., the fraction of trials in which
participants correctly recalled whether a probe was in the
original set) did not meet the requirement. In the original
study, three out of eleven participants (27%) were excluded
and the mean accuracy of the participants retained for analy-
sis was 98%. The accuracy threshold for exclusion was not
reported. We excluded experimental sessions in which accu-
racy was lower than 94% (N=103, or 8.4%). We found that
setting the threshold any higher did not impact the results. We
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Figure 3. Main results for the Working Memory Processing Speed test:
Results show a strong linear relationship between the number of items
held in working memory and response time. Error bars show 95% con-
fidence intervals. There is no significant difference in slope between first
time and returning participants.

thus retained 1116 completed experimental sessions for anal-
ysis, 951 of which were completed by first time participants
and 165 by returning participants.

In the original study, the first three trials in each block were
excluded. We only removed the first trial because we found
no substantial differences in mean or standard deviation in the
response times for any of the subsequent probes.

To identify participants who might have gotten distracted dur-
ing the test, we looked for extreme outliers in response time.
Specifically, we computed the median and interquartile range
(IQR) for the response times for set size of 6 (the condi-
tion with the slowest response times and largest variance).
Similarly to prior studies with unsupervised online partici-
pants [23], we computed median + 3×IQR (2028ms) as the
cut-off. 1.7% of the trials were thus identified as extreme
outliers. Some took as long as 1.5 minutes indicating a ma-
jor distraction. Because such a distraction was likely to have
caused the participants to forget the symbols they were meant
to memorize, we excluded entire blocks that contained at least
one extreme outlier trial. This resulted in 15.2% of the blocks
being excluded from analysis.

Main Findings
The main results are summarized in Figure 3. For first time
participants, we observed a linear relationship between the
number of items held in working memory and the response
time: the response time increased by 51.8ms (±2.0ms, 95%
confidence interval) for each additional item stored in work-
ing memory. This value is consistent with prior work and the
model fit (r2 = 0.998) matched or exceeded fits observed in
prior work.

For people who reported having taken the test before, the
results were similar: their response time increased by 55.2
(±2.2)ms for each additional item stored in working mem-
ory. The model fit is similar as for first time participants:
r2 = 0.998.

Comparing performance of first time participants to the re-
turning ones, we observed no significant main effect of prior
exposure to the experiment (F1,9667 = 0.01, n.s.). There was
also no significant interaction between prior exposure and set
size (F1,9667 = 0.60, n.s.). This last result indicates that —
consistent with prior results — we observe no learning effect
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Figure 4. Accuracy comparison between LabintheWild and a prior labo-
ratory study with 36 university students. Participants on LabintheWild
were as likely to correctly recall what symbols were shown to them as
participants in a traditional laboratory experiment. Error bars show
the standard errors (available for LabintheWild participants only).

on the rate with which response time changes with the num-
ber of items held in working memory.

Accuracy
Figure 4 illustrates the performance of all first time
LabintheWild participants (only excluding those who re-
ported technical difficulties or cheating) compared to the ac-
curacy of 36 students participating in a recent laboratory
replication of this study [8]. Because of a lack of information
about variance in the prior study, we did not test the signif-
icance of these differences, but the comparison does suggest
that the unsupervised LabintheWild participants are attending
to the task at least as well as in-lab participants.

In summary, we have reproduced two prominent results asso-
ciated with this experimental paradigm: a strong linear rela-
tionship between set size and the response time and lack of
significant learning effects. Our results also suggest that par-
ticipants on LabintheWild are at least as accurate in recalling
the items as participants from a conventional in-lab study.

Experiment 3: Reading the Mind in the Eyes
Our third experiment replicates the “Reading the mind in
the eyes” test [2]. Participants were presented with 36 im-
ages (plus one practice image), each showing a portion of
a person’s face that included the eyes, but not the nose or
the mouth. For each such image, participants were shown
four words describing emotions and asked to choose one that
was most likely being expressed by the person in the image.
We used identical images in the same order as the original
study [2].

The test was initially developed in the context of the study of
Autism and the results demonstrated that, on average, people
on the Autism spectrum are less likely to recognize a person’s
emotion just by looking at their eyes than controls drawn from
the general population [2]. Later investigations in the area of
collective intelligence demonstrated that the average perfor-
mance of group members on this test was a better predictor
of the group’s success on a difficult problem solving task than
the group’s mean IQ [39]. Because of this association, we ad-
vertised it as a test of social intelligence on LabintheWild.

The original publication [2] included results for British stu-
dents and for the general British population. For both popu-



N

age%data%
available%
for Mean Stdev Female Male N Mean Stdev Female Male

General%British%
Population 122 88 46.5 16.9 55% 45% 1973 46.3 8.0 59% 41%
British%student;
aged%participants 103 103 20.8 0.8 49% 51% 1519 20.4 1.1 30% 70%

Gender%(%)
Original%study Lab%in%the%Wild
Age%(years) Age%(years)Gender%(%)

Table 5. Reading the Mind in the Eyes study (social intelligence): Par-
ticipants from the original study and a matching subset of participants
from LabintheWild.

lations, results were reported separately for men and women.
Arguably, the performance on this test is dependent on both
ability and effort. Equal or higher performance for match-
ing populations on LabintheWild would provide evidence that
LabintheWild participants exerted as much effort as partici-
pants who performed the study in lab.

Procedure
The first three pages of the study presented participants with
a brief description of the study and its duration, an informed
consent page, and instructions on the task. They were given
one practice trial for which they received feedback about the
correctness of their response. Participants then performed
36 experimental trials. No feedback about the correctness of
those responses was provided until the very end of the study.

After completing the experimental trials, participants were
presented with a voluntary demographic questionnaire, which
also asked them if they were native speakers of English,
and, if not, whether they had any difficulty understanding the
words describing the emotions.

Participants were then presented with the feedback page
showing their own score (i.e., the number of correct answers)
in comparison to the average score of 26 as reported for the
adult population reported in the original study [2].

Participants
The experiment was completed by 131,785 first-time partic-
ipants. To match the populations used in the original study
(British students and general British adult population), we se-
lected participants who reported currently living in the United
Kingdom and being native speakers of English, and excluded
participants who reported having an impairment affecting
their ability to use a computer. To match the age distribu-
tion of the student population, we selected participants aged
19–22 and to match the general adult population we selected
participants aged 36 through 75. Table 5 summarizes the de-
mographics of the participants in both the original study and
in our analysis.

Measures and Analysis
The main dependent variable was the score, computed as the
number of images for which a correct emotion was given. For
each sub-population included in the study, we first used an F-
test to test for significant differences in variance in scores.
Because no such differences were found, we compared mean
scores using a t-test for independent samples with equal vari-
ances. For both analyses, we applied Bonferroni correction
to account for multiple hypotheses being tested.

N Score Stdev N Score Stdev F p t p
male 55 26.0 4.2 817 27.2 3.8 0.83 ns 2.31 ns

female 67 26.4 3.2 1156 27.6 3.8 1.42 ns 2.48 ns
male 53 27.3 3.7 1064 27.3 3.9 1.14 ns 0.08 ns

female 50 28.6 3.2 455 27.6 3.8 1.39 ns .1.77 ns

Original4study Lab4in4the4Wild

General4British4
population

British4student>
aged4participants

F>test t>test

Table 6. Results from the “Reading the mind in the eyes” study. Scores
were computed as the number of trials for which the correct answer
was given. There were no significant differences in the mean scores
or variances in scores between in-lab participants and the matching
LabintheWild participants.

Results
Table 6 contrasts results from the original study with those
obtained on LabintheWild. While adult British participants
had slightly higher scores on LabintheWild than in lab and
while British student-aged female participants had slightly
higher scores in lab than on LabintheWild, none of these dif-
ferences were statistically significant. There were also no
statistically significant differences in the variances across the
two experimental settings for any of the four populations. In
summary, the results suggest that LabintheWild participants
put in as much effort as those in the laboratory study.

We conducted an additional analysis of variance for all par-
ticipants who reported being native speakers of English, who
were at least 11 years old, who provided gender information,
and who were currently living in the same country in which
they grew up. We excluded participants from countries for
which fewer than 100 such participants were available. In the
end, 59,934 participants from 10 countries were included in
this analysis. After controlling for age and gender, we ob-
served a significant effect of country (F9,59917 = 8.9, p <
0.0001). Post hoc Tukey HSD test revealed that this effect can
be explained by scores from India and Malaysia being sig-
nificantly lower than those from Australia, Singapore, New
Zealand, United States, United Kingdom and Canada. Given
these results, we find it likely that the test is sensitive to par-
ticipants’ prior cultural exposure (the way emotions are com-
municated in media and in person; exposure to facial features
of a particular ethnic group) and that it may not be robust for
comparing participants from substantially different cultures.

In summary, our results showed no significant differences in
mean scores or score variance between the participants from
the original in-lab experiment and the equivalent sample of
LabintheWild participants. However, an analysis of a broader
sample of native English speakers indicated a significant ef-
fect of country, suggesting that the design of this test may be
culture specific.

Participants’ Role in Ensuring Data Quality
The results of the three experiment replications show that
the data obtained in online studies with uncompensated study
participants can be as reliable as data collected in lab. How-
ever, the uncontrolled environment online means that partic-
ipants might have technical difficulties, they might get dis-
tracted, or they might deliberately try to “cheat” to get a bet-
ter result. We found that an essential part of LabintheWild
studies is asking participants to leave open-ended comments
at the end of an experiment to report on possible distractions,
technical difficulties, or cheating. About 5% of participants



(depending on the experiment) leave feedback in these com-
ment boxes. We learned from the comments that participants
are taking the tests in various situations and locations, and
that this often leads to distractions or interruptions by other
humans or even pets:

My daughter came in and I missed one picture. [P42515,
aesthetics test]

cat sat briefly on keyboard. [P36211, aesthetics test]

Participants’ comments also made us aware of potential dis-
tractions resulting from the lack of control over other soft-
ware running on their computers and disrupting the partici-
pant while taking a test:

I had a software update popup during one of the slides,
which prevented me from viewing the image, and so I
may have given an average rating, when I might have
rated it otherwise. [P4958, aesthetics test]

my friend spoke to me in a voice chat client halfway
through. [P933, memory test].

The diversity of LabintheWild participants also means that
participants can be more systematically distracted or unable
to perform the test at their best due to temporary or long-term
conditions:

I suddenly lost hearing in my right ear during the first
set of images. As a result I was a bit disoriented and
confused for a little while and this may have affected my
ability to accurately appraise. [P35721, aesthetics test]

epilepsy [P27753, aesthetics test]

I was really, REALLY drunk when I did this... and I don’t
in any way believe it is reflective of my true memory ca-
pacity. [P1545, memory test]

Some comments additionally provide more context explain-
ing why their data might not be good for inclusion:

Not sure if I am a good subject. I do UX professionally,
and was distracted by what I perceived as usable or un-
usable design. [P35395, aesthetics test]

I’m in a bit of a mood and probably rated a few things
one or two lower than i normally would, but all of the
ones i put as ones were pretty solid. [P12134, aesthetics
test]

Difficult to press no with my right hand. I’m right-
handed and it just felt the wrong way around. [P1212,
memory test]

Please note that I have my screen set to Black & White,
which is how I normally view the internet. [P36395, aes-
thetics test]

Participants also reveal strategies that they apply to improve
their performance. In response to the experiment testing the
working memory processing speed, participants revealed how
they supported their memory:

I felt it didn’t test my memory so much as my ability to
arrange the characters quickly into a memorable string
(I put them in alphabetical then numerical order, e.g.

AUVW67). Then I could just chant the string to myself
constantly. Oh dear, was that cheating? [P2257, mem-
ory test]
I don’t know if this is cheating, but I would repeat it out
loud to myself. [P1515, memory test].

Apparently, these participants were unsure whether a partic-
ular strategy is “allowed”, suggesting that instructions need
to precisely address expectations on participants’ behavior
while taking part in an online experiment.

Participants also commented that they knowingly cheated or
provided untruthful information. For example, in our aes-
thetics experiment with short stimulus exposure times, two
participants reported employing strategies to work around the
short timing:

You can click and hold the image, and put it into a new
tab to view the image for a longer amount of time. [P801,
aesthetics test]
USED A PRINTSCREEN :)) FOR COUPLE OF PIC...
[P28434, aesthetics test]

Such strategies — even if not revealed by the participants —
can be efficiently caught by recording the time it takes partic-
ipants to provide answers and removing outliers before anal-
ysis. However, there is no straightforward way to deal with
dishonest responses to demographic questions, except to rely
on participants’ comments. In fact, we found that even when
demographic questions are voluntary, participants sometimes
admit to having provided wrong information:

I shaved a few years from my actual age - still same
decade. [P40989, aesthetics test]
I said I was 99. [P8508, memory test]

While participants’ corrections are essential for us, we cur-
rently do not know how many participants provide wrong in-
formation or cheat without revealing it later.

Discussion
Replicating three experiments from the literature on
LabintheWild, the previous sections confirm that the data col-
lected in an unsupervised online environment without com-
pensating participants can replicate in-lab study results. Our
findings suggest that this setting enables reliable data quality
for both subjective and performance-based experiments.

We also showed how providing participants with the option to
leave comments leads around 5% of them to report untruth-
ful behavior, distractions, or unusual settings and situations
that might have compromised the quality of the data. Many
of these comments show that participants are distracted by
other humans, pets, a TV, or computer software that diverts
their attention. Participants also report on health conditions
that impact their performance. These comments can inform
necessary changes of instructions, the experiment design, or
the feedback pages, and therefore provide essential support
for iteratively improving experiments.



GENERAL DISCUSSION
One of the first questions we ask ourselves before design-
ing an experiment for LabintheWild is “What can participants
learn from this?”. By offering participants personalized feed-
back on their performance, we have been able to conduct a va-
riety of studies that, at first, might seem to have little intrinsic
appeal. For example, our study of cross-cultural differences
in aesthetic appeal involved rating 60 websites, which can be
a tedious and exhausting task. Yet this study attracted more
than 42,000 participants who provided as reliable ratings as
participants in lab. Performing a series of Fitt’s law tasks
(clicking on a number of dots on the screen) for five min-
utes, as in our study of age-related differences in motor per-
formance, is usually perceived as monotonous and tiring, yet
the experiment was completed by more than 550,000 partici-
pants. In some cases, the measurement we report back to the
participants is close to the one we are interested in. For exam-
ple, in the study of cross-cultural differences in aesthetic ap-
peal, participants were able to compare their own preferences
to those of other people in their country. If the measurement
related to our research interest might not be exciting for par-
ticipants, we find another facet of the results that might be
more suitable. In the case of the study on age-related dif-
ferences in motor performance, we did not compare partic-
ipants’ motor performance to others, but instead “guessed”
participants’ age based on their mouse movements and point-
ing behavior.

The feedback provided by the experiments also appears to
be the feature that most influences people’s decision to share
the studies with others. Participants share their experience in
their online social networks, in blog posts, or newspaper ar-
ticles, with the result that LabintheWild receives traffic from
more than 5,000 referral sources.

Although LabintheWild is currently only available in English,
previous experiments have already attracted participant sam-
ples that are more diverse than those of conventional labora-
tory studies and even those on Mechanical Turk. In particular,
LabintheWild participants have a wider age range and come
from a larger number of countries across six continents. This
has enabled us to conduct comparisons of factors influencing
subjective perception of aesthetic appeal between more than
40 countries and various demographic groups in the past [32],
suggesting that LabintheWild is a feasible tool for conducting
cross-cultural studies.

However, LabintheWild’s participant sample is still far from
being perfectly representative of the broader population. Be-
cause people hear about LabintheWild through social media
channels and web pages, the sample is almost certainly bi-
ased towards people who frequently use the Internet, and are
most likely more WEIRD (in particular, more educated, more
industrialized, and richer) than the actual world population.
The comparison-based incentives might additionally attract
particular kinds of participants. As the demographics data
across nine experiments (Table 3) show, even different ex-
periments on LabintheWild attract slightly different popula-
tions. Understanding why varying demographic groups are
drawn to certain experiments will be part of our immediate

next steps. Much of our future work will therefore focus on
attracting even more diverse samples: Apart from translating
the content into a variety of languages, we are also in the pro-
cess of making experiments available for use on touchpads
and smartphones in the hope of reaching different kinds of
populations.

All LabintheWild experiments are currently 5–15 minutes
long on the assumption that participants would be unlikely
to choose to participate in a longer study. Researching the
influence of the length of studies on participant recruitment,
engagement, and data quality will be one of our immediate
next steps. Study duration is one aspect where Mechanical
Turk compares favorably to LabintheWild: While recruiting
participants on Mechanical Turk for studies that last 30 min-
utes or more is a matter of increasing the financial compensa-
tion, we currently do not know whether the social comparison
feedback on LabintheWild will be sufficient for recruiting and
engaging similarly large numbers of participants.

In addition, many LabintheWild visitors arrive with the inten-
tion of participating in a specific study. It typically takes a few
weeks for a new study to receive as much traffic as the estab-
lished ones. Even though most LabintheWild studies eventu-
ally attract thousands of participants, recruiting participants
via online labor markets is still a more effective recruitment
mechanism when immediate participation is required.

It is important to note that the goal of LabintheWild is not
to replace laboratory studies or experiments on Mechani-
cal Turk. LabintheWild is intended to complement existing
methods by enabling large scale replications of previous re-
sults, the extension of results with more diverse subject pop-
ulations, and the generation of new results with studies that
do not require specialized hardware or direct supervision of
participants. In-lab studies will remain the best option for
conducting experiments that require controlled settings, close
observation of participant behavior, or specific devices. Me-
chanical Turk is arguably the best option for fast recruitment
of participants and it is effective for recruiting participants for
studies longer than 15 minutes. It might also be a better op-
tion for experiments that cannot be packaged into intrinsically
motivating stories.

CONCLUSION
This research has addressed the issue that most research find-
ings in HCI, psychology, behavioral economics, and related
fields are based on studies with WEIRD (i.e., Western, Edu-
cated, Industrialized, Rich and Democratic) participants, and
thus, might not generalize to other populations [1, 17]. Our
goal was to find a way to conduct experiments with larger
sample sizes including participants from non-WEIRD popu-
lations, and without compromising the data quality.

Reporting on almost two years of experience with our online
experiment platform LabintheWild, we showed that online
experiments that provide interesting personalized feedback
(but no money) in exchange for study participation can fulfil
this goal: LabintheWild attracts more than 1,000 participants
on an average day, the sample population is significantly more
diverse in terms of geographic dispersion and demographic



composition than what is common in laboratory studies, and
LabintheWild experiments accurately replicate the results of
in-lab studies.

We additionally analyzed statistics derived from Google An-
alytics, tweets that mention LabintheWild, and participants’
qualitative feedback to explain who the participants are, how
they hear about LabintheWild, why they participate, and how
they contribute to ensuring the reliability of data.

Our findings emphasize the power of social comparison:
In their tweets and comments, participants repeatedly refer
to the personalized feedback that enables them to compare
themselves to others. This is the main factor in motivating
participants to recruit others, generating a self-perpetuating
recruitment mechanism that spreads around the world. Af-
ter less than two years, LabintheWild participants now come
from 200 countries on six continents and have a variety of
demographic backgrounds.

Our experience with LabintheWild demonstrates that many
people are willing to contribute. Over the course of almost
two years, we not only saw large numbers of participants vol-
unteer the time, but we also received an overwhelming num-
ber of comments and emails containing feedback on techni-
cal issues, experiment design, suggestions for improvements,
people offering help with the recruitment, sending us transla-
tions of our studies, or even offering the donation of bitcoins.
We believe that one of our main future tasks should be to give
back, perhaps by creating more ways for participants and re-
searchers to interact, and by providing meaningful learning
opportunities. Exploring participants’ role in recruiting oth-
ers, designing and debugging experiments, and analyzing and
interpreting the data will be exciting avenues in the future.

DATA SETS
The data sets used for the analyses of the three replication
experiments can be accessed at www.labinthewild.org/data.
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